
Private Kernel K-means with Random Fourier Features
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Differentially Private SGD

We train Generative Neural Networks using Private DP-SGD 

Private adaptive selection of the norm bound for gradients clipping 
Improved Composition Theorem (tighter bound)
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Compute  on a 
random batch

𝛻𝐿(𝜃)  Clip gradients per example 
(Noisy)

Update  
 𝜃′ = 𝜃 − 𝜂 ∗ ~𝛻𝐿(𝜃)

Add 
Gaussian 
Noise


